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ABSTRACT
Topic models have been shown to be a useful way of rep-
resenting the content of large document collections, for ex-
ample via visualisation interfaces (topic browsers). These
systems enable users to explore collections by way of latent
topics. A standard way to represent a topic is using a set of
keywords, i.e. the top-n words with highest marginal prob-
ability within the topic. However, alternative topic repre-
sentations have been proposed, including textual and image
labels. In this paper, we compare di↵erent topic representa-
tions, i.e. sets of topic words, textual phrases and images, in
a document retrieval task. We asked participants to retrieve
relevant documents based on pre-defined queries within a
fixed time limit, presenting topics in one of the following
modalities: (1) sets of keywords, (2) textual labels, and (3)
image labels. Our results show that textual labels are eas-
ier for users to interpret than keywords and image labels.
Moreover, the precision of retrieved documents for textual
and image labels is comparable to the precision achieved
by representing topics using sets of keywords, demonstrat-
ing that labelling methods are an e↵ective alternative topic
representation.
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1. INTRODUCTION
In recent years, a large amount of information has been

made available on-line in digital libraries, collections and
archives. Much of this information is stored in unstructured
format (such as text) and is not organised using any clas-
sification system. The sheer volume of available informa-
tion can be overwhelming for users, making it very di�-
cult to find specific information or even explore such col-
lections. The majority of search interfaces rely on keyword-
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based search. However, this approach only works when users
know the appropriate keywords, which is not always the
case. Users may not know what information is available
or not be su�ciently familiar with the information to be
able to select appropriate keywords. These problems can
be avoided by automatically using large-scale data-analysis
techniques to interpret the information and provide it to the
user in an easily understandable format.

Other types of interaction, such as exploratory search [1]
and sense-making [2], are also important and more suitable
when the user is not familiar with the collection. However,
users tend to be conservative and resistant to these more ex-
perimental modes of interaction. Approaches such as faceted
search have proved useful for exploratory search [3, 4, 5], but
these presuppose a consistent classification scheme, which
does not exist for all collections (e.g. because the collection
is constructed from a disparate set of documents with no
classification scheme, or is aggregated across collections with
incompatible schemes). Manual classification is impractical
for all but the smallest of collections. An alternative ap-
proach is to carry out an automatic analysis of the collection
and use the results to create a structure that can be used
for browsing.

Topic models [6, 7] o↵er an unsupervised, data-driven
means of capturing the themes discussed within document
collections. These are represented via a set of latent vari-
ables called topics. Each topic is a probability distribution
over words occurring in the collection such that words that
co-occur frequently are each assigned high probability in a
given topic. Topic models also represent documents in the
collection as probability distributions over the topics that
are discussed in them.

Topic models have been shown to be a useful way of rep-
resenting the content of large document collections, for ex-
ample via visualisation interfaces (topic browsers) [8, 9, 10,
11, 12]. These systems enable users to navigate through
the collection by presenting them with sets of topics. Topic
models are well suited for use in these interfaces since they
are able to identify underlying themes in collections and, as
unsupervised algorithms, can be applied at low cost.

The standard way to represent a topic is using a set of key-
words, i.e. the top-n words with highest marginal probabil-
ity within a topic, such as school, student, university,

college, teacher, class, education, learn, high, pro-

gram. Alternative representations, such as textual labels



(e.g. education for our example topic), can potentially as-
sist with the interpretations of topics, and researchers have
developed methods to generate these automatically [13, 14,
15]. Approaches that make use of alternative modalities,
such as images [16], have also been proposed.

Intuitively, labels represent topics in a more accessible
manner than the standard keyword list approach. However,
there has not, to our knowledge, been any empirical vali-
dation of this intuition, a shortcoming that this paper aims
to address, in carrying out a task-based evaluation of di↵er-
ent topic model representations. In this, we compare three
approaches to representing topics: (1) a standard keyword
list, (2) textual labelling, and (3) image labelling. These
are used to represent topics generated from a digital library
containing archive news-wire stories, and evaluated in an
exploratory search task.

The aim of this study is to compare di↵erent topic repre-
sentations within a document retrieval task. We aim to un-
derstand the impact of di↵erent topic representation modal-
ities in finding relevant documents for a given query, and
also measure the level of di�culty in interpreting the same
topics through di↵erent representation modalities. We are
interested in answering the following research questions:

1. which topic representations are suitable within a doc-
ument browser interface?

2. what is the impact of di↵erent topic representations on
human search e↵ectiveness for a given query?

Section 2 reviews previous work on automatically labelling
topics and the use of topic models to create search inter-
faces. Section 3 introduces an experiment in which three ap-
proaches to topic labelling are applied and evaluated within
an exploratory search interface. The results of the experi-
ment and conclusions are presented in Sections 4 and 5.

2. RELATED WORK
In early research on topic modelling, topics were repre-

sented as lists of keywords with the highest probability, and
textual labels were sometimes manually assigned to topics
for convenience of presentation of research results [17, 18].

The first attempt to automatically assigning labels to top-
ics is described by Mei et al. [13]. In their approach, a set
of candidate labels is extracted from a reference collection
using noun chunks and bigrams with high lexical associa-
tion. Then, a relevance scoring function is defined which
minimises the distance between the word distribution in a
topic and the word distribution in candidate labels. Candi-
date labels are ranked according to their relevance, and the
top-ranked label is chosen to represent the topic.

Magatti et al. [19] introduced an approach for labelling
topics that relies on two hierarchical knowledge resources la-
belled by humans: the Google Directory and the OpenO�ce
English Thesaurus. A topic tree is a pre-existing hierarchi-
cal set of labelled topics. The Automatic Labelling Of Top-
ics algorithm computes the similarity between LDA-inferred
topics and topics in a topic tree by computing scores using
six standard similarity measures. The label for the most
similar topic in the topic tree is assigned to the LDA topic.

Lau et al. [14] proposed selecting the most representative
word from a topic as its label, by computing the similar-
ity between each word and all others in the topic. Several
sources of information are used to identify the best label in-
cluding pointwise mutual information scores, WordNet hy-

Table 1: Number of documents in each Reuters Cor-

pus topic category

Reuters Topic Category (Query) No. Docs.

Travel & Tourism 314

Domestic Politics (USA) 27,236

War - Civil War 16,615

Biographies, Personalities, People 2,601

Defence 4,224

Crime, Law Enforcement 10,673

Religion 1,477

Disasters & Accidents 3,161

International Relations 19,273

Science & Technology 1,042

Employment/Labour 2,796

Government Finance 17,904

Weather 1,190

Elections 5,866

Environment & Natural World 1,933

Arts, Culture, Entertainment 1,450

Health 1,567

European Commission Institutions 1,046

Sports 18,913

Welfare, Social Services 775

pernymy relations and distributional similarity. These fea-
tures are combined in a re-ranking model.

More recently, Lau et al. [15] proposed a method for au-
tomatically labelling topics, using Wikipedia article titles
as candidate labels. A set of candidate labels is generated
in four phases. Primary candidate labels are generated from
Wikipedia article titles by querying using topic terms. Then,
secondary labels are generated by chunk parsing the primary
candidates to identify n-grams that exist as Wikipedia ar-
ticles. Outlier labels are identified using a word similarity
measure [20], and removed. Finally, the top-5 topic terms
are added to the candidate set. The candidate labels are
ranked using information from word association measures,
lexical features and an information retrieval technique.

Mao et al. [21] introduced a method for labelling hierar-
chical topics which makes use of sibling and parent–child
relations of topics. Candidate labels are generated using a
similar approach to the one used by Mei et al. [13]. Each
candidate label is then assigned a score by creating a distri-
bution based on the words it contains, and measuring the
Jensen-Shannon divergence between this and a reference cor-
pus. Results show that incorporating information about the
relations between topics improves label quality.

Hulpus et al. [22] use the structured data in DBpedia1 to
label topics. Their approach maps topic words to DBpedia
concepts and identifies the best ones using graph centrality
measures, assuming that words co-occurring in text likely
refer to concepts that are closer in the DBpedia graph.

In contrast, Aletras and Stevenson [16] proposed a method
for labelling topics using images rather than text. A set of

1
http://dbpedia.org



Table 2: Labels generated for an example topic.

Modality Label

Keywords
report, investigation, o�cials, information, intelligence, former,

government, documents, alleged, fbi

Textual Label Federal Bureau of Investigation

Image Label

candidate images for a topic is retrieved by querying an im-
age search engine with the top-n topic terms. The most
suitable image is selected using PageRank [23]. The ranking
algorithm makes use of textual information from the meta-
data associated with each image, as well as visual features
extracted from the analysis of the images themselves.

Topic modelling has been used to support browsing in
large document collections [24, 25, 26, 8, 11, 27, 9, 12]. The
collection is often presented to users as a set of topics. Users
can access documents in the collection by selecting topics of
interest. The vast majority of topic-based browsers devel-
oped so far have relied on using sets of keywords to represent
the topics and have not made use of the previous research on
automatically generating labels for topics. We address this
limitation by making use of three approaches to labelling
topics within a topic-based browser and carrying out exper-
iments to compare their e↵ectiveness.

3. METHODOLOGY
We conducted a retrieval task to compare three topic rep-

resentations: (1) lists of keywords, (2) textual labels, and
(3) image labels.

3.1 Document Collection
We make use of a subset of the Reuters Corpus [28], which

is both freely available and has manually-assigned topic cat-
egories associated with each document. The topic categories
are used both as queries in the retrieval task and to provide
relevance judgements to determine the accuracy of the doc-
uments retrieved by users.

20 topic categories were selected and 100,000 documents
randomly extracted from the Reuters Corpus. Each docu-
ment is pre-processed by tokenisation, removal of stop words,
and removal of words appearing fewer than 10 times in the
collection, resulting in a vocabulary of 58,162 unique tokens.
Table 1 shows the Reuters Corpus topic categories used to
form the collection, together with the number of associated
documents.

3.2 Topic Modelling
We make use of the implementation provided by David

Blei2 to train an LDA model over the document collec-

2
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tion using variational inference [29]. The number of topics
learned is set to T = 100; default settings are used elsewhere.

We choose to generate this number of topics since topic
interpretability in LDA becomes stable when T � 100 [30].
Finally, we removed topics that are di�cult to interpret [31]
to leave a total of 84 topics.

3.3 Topic Browsing Systems
The topic browsing system developed for this study is

based on the publicly available Topic Model Visualisation
Engine (TMVE) [8]. The TMVE uses a document collection
and an LDA model trained over that collection (see above).
It generates a topic browsing system with three main com-
ponents: a main page, topic pages and document pages. The
main page contains the list of topics generated. Each topic
page shows a list of documents with the highest marginal
probability given that topic. Document pages show the con-
tent of a document together with its topic distribution.

We created three browsing systems based on the TMVE.
The three systems used di↵erent ways of representing top-
ics: (1) keywords, (2) textual phrases, and (3) images. The
keywords are created using a standard approach (see Section
3.3.1), the textual labels are generated from Wikipedia arti-
cle titles [15] (see Section 3.3.2) while image labels are gen-
erated using publicly available images from Wikipedia [16]
(see Section 3.3.3). By default, the TMVE only supports
keyword representation of topics, therefore we modified it
to support textual and image labels. Table 2 shows exam-
ples of the labels generated by the three approaches for a
sample topic.

In addition, in the topic page, each topic is associated
with its top-300 most probable documents within the topic.
We restrict the number of documents shown to the user for
each topic to avoid the task becoming overwhelming.

3.3.1 Keywords

Keywords are generated using the default approach of
TMVE, i.e. selecting the 10 keywords with the highest marginal
probabilities for the topic. This is the standard approach to
representing topics used within the topic modelling research
community.



(a) Keywords

(b) Textual phrases

(c) Image labels

Figure 1: Topic browsing interfaces.

3.3.2 Textual Labels

Textual labels are generated using a previously-proposed
approach [15]. The labels of a topic are generated in two
phases: candidate generation and candidate ranking.

In candidate generation, we use the top-7 topic terms to
search Wikipedia using Wikipedia’s native search API and
Google’s site-restricted search. We collect the top-8 article
titles returned from both search engines; these constitute
the primary candidates. To generate more candidates, we
chunk parse the primary candidates to extract noun chunks
and generate component n-grams from the noun chunks, ex-
cluding n-grams that do not themselves exist as Wikipedia
titles. As this procedure generates a number of labels, we
introduce an additional filter to remove labels that have low
association with other labels using the RACO lexical asso-
ciation method [20]. The component n-grams that pass the
RACO filter constitute the secondary candidates. Lastly, we
also include the top-5 topic terms as part of the candidates.

In the candidate ranking phase, we generate a number of
lexical association features of the label candidate with the
top-10 topic terms: pointwise mutual information, Student’s
t-test, Pearson’s �2 test, log likelihood ratio and two con-

ditional probability variants. Term co-occurrence for com-
puting these measures are sampled by parsing the full collec-
tion of English Wikipedia with a sliding window of length 20
words. We also include two lexical properties of the candi-
date as features. We combine all the features using a support
vector regression model to rank the candidates.3 The high-
est ranked candidate is selected as the textual label for the
topic.

3.3.3 Image Labels

We associate topics with image labels using an existing
approach [16]. We generate candidate labels using images
from Wikipedia available under the Creative Commons li-
cence. The top-5 terms from a topic are used to query Bing
using its Search API4. The search is restricted to English
Wikipedia5 with image search enabled. The top-20 images
retrieved for each search are used as candidates for the topic,
and are represented by textual and visual features.

3The model is trained using the annotation collected by the
authors in [15].
4
http://datamarket.azure.com/dataset/bing/search

5
http://en.wikipedia.org



Figure 2: Topic browsing: List of documents.

Textual features are extracted from the metadata associ-
ated with the images. The textual information is formed by
concatenating the title and the url fields of the search result.
These represent, respectively, the web page title containing
the image, and the image file name. The textual information
is preprocessed by tokenisation and removal of stop words.

Visual information is extracted using low-level image key-
point descriptors, i.e. SIFT features [32, 33] sensitive to
colour information. Image features are extracted using dense
sampling and described using Opponent colour SIFT de-
scriptors provided by the colordescriptor package.6 The
SIFT features are clustered to form a visual codebook of
1,000 visual words using k-Means such that each feature is
mapped to a visual word. Each image is represented as a
bag-of-visual words (BOVW).

A graph is created using the candidate images as the set
of nodes. Edges between images are weighted by computing
the cosine similarity of their BOVWs. Then, Personalised
PageRank (PPR) [34] is used to rank the candidate images.
The personalisation vector of PPR is initialised by measur-
ing average word association between topic words and image
metadata using PMI as in [16]. The image with the highest
PageRank score is selected as topic label.

3.4 Task
The aim of the task was to identify as many documents rel-

evant to a set of queries as possible. Each participant had to
retrieve documents for 20 queries (see Table 1), with 3 min-
utes allocated for each query. In addition to the query (e.g.

6
http://koen.me/research/colordescriptors

Travel & Tourism), participants were also provided with a
short description of documents that would be considered rel-
evant for the query (e.g. News articles related to the travel
and tourism industries, including articles about tourist des-
tinations.) to assist them in identifying relevant documents.

Subjects were asked to perform the retrieval task as a
two-step procedure. They were first provided with the list
of LDA topics represented by a given modality (keywords,
textual label or image), and a query. They were then asked
to identify all topics that were potentially relevant to the
query. Figure 1 shows the topic browser interface for the
three di↵erent modalities. In the second step, the partici-
pant were presented with a list of documents associated with
the selected topics. Documents were presented in random
order. Each document was represented by its title, and users
were able to read its content in a pop-up window. Figure 2
shows a subset of the documents that are associated with
the topics selected in the first step.

We also asked users to fill a post-task questionnaire once
they had completed the retrieval task. The questionnaire
consisted of five questions, which were intended to provide
insights into participant satisfaction with the retrieval task
and the topic browsing system. Participants assigned a score
from 1 to 7 to each question. First, we asked about the use-
fulness of the di↵erent topic representations, i.e. keywords,
textual labels and image labels. We also asked about the
di�culty level of the task (Ease of Search) and the familiar-
ity of the participants with the queries. The questions were
as follows:



• How useful were the keywords to represent topics?
(Usefulness (Keywords))

• How useful were the textual phrases to represent top-
ics? (Usefulness (Textual label))

• How useful were the images to represent topics? (Use-
fulness (Image))

• How easy was the task? (Ease of Search)

• Did you find the queries easy to understand? (Query
Familiarity)

3.5 Subjects and Procedure
We recruited 15 members of research sta↵ and gradu-

ate students at the Universities of She�eld, Melbourne and
King’s College for the user study. All of the participants had
a computer science background, and were also all familiar
with on-line digital library and retrieval systems.

Each participant was first asked to sign up to our on-line
system. After logging in, participants had access to a per-
sonalised main page where they could read the instructions
for the task, see how many queries they have completed so
far, or select to perform a new query.

Participants were asked to perform the task for each of
the 20 queries, which were presented in random order. The
topic representation for each query was randomly chosen,
and participants annotated di↵erent topics using varying
topic representations. Topics and documents were presented
in random order to ensure there was no learning e↵ect where
participants became familiar with the order and were able
to annotate some queries more quickly. We also encouraged
participants to perform their allocated queries in multiple
sessions by allowing them to return to the interface to com-
plete further queries, provided they completed the overall
task within a week.

4. RESULTS

4.1 Number of Retrieved Documents
We assume that the number of retrieved documents for

the three topic browsing systems is indicative of the time re-
quired to interpret topics and identify relevant ones. There-
fore, topic representations that are di�cult to interpret will
require more time for participants to understand them, which
will have a direct e↵ect on the number of documents re-
trieved.

Table 3 shows the number of documents retrieved for each
query and modality, together with the total number of docu-
ments retrieved for each modality. Representing topics using
lists of keywords results in the lowest number of documents
retrieved both overall (1, 086) and for the majority of the
queries. The number of documents retrieved when topics
are represented by textual labels is highest (1, 264), suggest-
ing that topics represented by textual phrases are easier to
interpret than the keyword representation, making topic se-
lection faster. The number of documents retrieved for the
image representation is slightly higher than keywords but
lower than textual labels.

The number of retrieved documents is high for queries
that are associated with many relevant documents (Sports
in keywords, textual labels and image labels; Domestic Pol-
itics (USA) in image labels). The relatively large number of

Table 3: Number of retrieved documents for each

query and topic representation.

Query Keywords Text Image

Travel & Tourism 22 33 17

Domestic Politics (USA) 50 65 78

War — Civil War 61 31 40

Biographies, Personali-
ties, People

27 37 29

Defence 26 51 29

Crime, Law Enforcement 34 49 25

Religion 84 97 44

Disasters & Accidents 73 62 63

International Relations 58 85 37

Science & Technology 60 38 56

Employment/Labour 51 49 58

Government Finance 42 61 34

Weather 95 129 111

Elections 47 58 50

Environment & Natural
World

33 69 41

Arts, Culture, Entertain-
ment

45 70 30

Health 82 76 37

European Commission
(EC) Institutions

48 42 52

Sports 113 114 228

Welfare, Social Services 35 48 56

Total 1,086 1,264 1,115

relevant documents leads to LDA generating a large num-
ber of topics relevant to them which, in turn, provides users
with many topics through which relevant documents can be
selected. In addition, queries such as Weather and Religion
are highly distinct from other queries, making it easier to
identify documents for them. On the other hand, the queries
for which the fewest documents are retrieved are those that
are associated with a small number of relevant documents,
i.e. Travel & Tourism and Biographies.

We further examined the role of the queries in the number
of retrieved documents. We computed the Pearson’s correla-
tion coe�cient between the number of documents retrieved
for each query across the three topic representations. We
observe a high correlation between keywords and textual la-
bels (r = 0.76) and keywords and image labels (r = 0.74),
while the correlation between textual and image labels is
lower (r = 0.63). These results demonstrate that the topic
representation does not strongly a↵ect the relative number
of documents retrieved for each query. However, the time
required to interpret topic representations has a direct im-
pact on the number of retrieved documents. For example,
there is an overlap between the top-5 and bottom-5 queries
in terms of the number of retrieved documents. In addition,
we observed that the correlation between keywords and tex-
tual labels, and keywords and image labels is higher than



Table 4: Precision for each query and topic repre-

sentation.

Query Keywords Text Image

Travel & Tourism 0.73 0.42 0.59

Domestic Politics (USA) 0.62 0.69 0.69

War — Civil War 0.82 0.71 0.90

Biographies, Personali-
ties, People

0.11 0.14 0.24

Defence 0.23 0.27 0.07

Crime, Law Enforcement 0.38 0.35 0.20

Religion 0.73 0.82 0.98

Disasters & Accidents 0.60 0.53 0.70

International Relations 0.66 0.69 0.70

Science & Technology 0.67 0.79 0.73

Employment/Labour 0.80 0.76 0.72

Government Finance 0.71 0.80 0.53

Weather 0.79 0.62 0.62

Elections 0.77 0.48 0.84

Environment & Natural
World

0.45 0.54 0.49

Arts, Culture, Entertain-
ment

0.44 0.04 0.50

Health 0.84 0.58 0.41

European Commission
(EC) Institutions

0.35 0.33 0.33

Sports 0.99 0.98 0.98

Welfare, Social Services 0.17 0.00 0.04

Average 0.59 0.53 0.56

the correlation between textual and image labels. The main
reason might be that both textual and image labels are au-
tomatically generated, which introduces noise. Comparing
two noisy methods has a lower correlation than when just
one of them is noisy.

4.2 Precision
We also tested the performance of the di↵erent topic repre-

sentations in terms of the proportion of retrieved documents
that are relevant to the query, by computing the average pre-
cision for each query across all five users. Results are shown
in Table 4. Keywords achieve a higher precision (0.59) than
either textual (0.53) or image (0.56) labels. This is some-
what expected since labelling is a type of summarisation,
and some loss of information is inevitable. Another possible
reason is that the textual and image labels are assigned us-
ing automatic methods (see Sections 3.3.2 and 3.3.3), which
leads to occasional bad label assignments to topics.

Queries such as Sports, Health, Religion and War — Civil
War are in the top-3 precision for the three topic repre-
sentations. Identifying relevant documents might be easier
for these queries since they tend to be distinct from other
queries, making the process of identifying relevant docu-
ments more straightforward. On the other hand, we ob-
served low precision for queries that have a low number of

relevant documents associated with them such as Welfare,
Social Services and Biographies, Personalities, People.

We computed the Pearson’s correlation coe�cient between
the precisions for the queries across topic representations.
An interesting finding is the similarly high correlation achieved
between keywords and textual labels (r = 0.83), and key-
words and image labels (r = 0.84). Correlation between
textual and image labels is lower (r = 0.79) suggesting that
there is greater disparity between the queries for which the
two methods achieve high/low precision. This is also likely
to happen because of bad labelling of topics.

4.3 Document Relevance Based on Topic Se-
lection

We further evaluated the various topic representations by
measuring the relevance of the retrieved documents based
on the topic selection in the first step of the retrieval task
process (see Section 3.4). We define the relevant probability
mass as the aggregated probabilities of the topics selected by
the participants, given the relevant documents retrieved for
each query. In the same fashion, the irrelevant probability
mass is computed as the aggregated probabilities of the re-
trieved documents that are not relevant to the given query.
Intuitively, this metric associates retrieved documents with
the topics selected for a given query and topic representa-
tion. The probability mass for relevant and irrelevant doc-
uments for a given query is computed as follows:

Prelevant =
1
|U |

X

u2U

X

d2Du
rel

X

t2Tu

P (t|d) (1)

Pirrelevant =
1
|U |

X

u2U

X

d2Du
irr

X

t2Tu

P (t|d) (2)

where d is a document, Du
rel is the set of relevant documents

retrieved by a user u, Du
irr is the set of irrelevant documents

retrieved, Tu is the set of topics selected by u in the first step
of the task, P (t|d) is the conditional probability of topic t
given the document d according to the topic model, and U
is the set of users who performed the query.

Table 5 shows the results of the average probability mass
for relevant and irrelevant documents retrieved by users for
each query and topic representation. The results show that
both labelling methods perform better than the keyword
representation. Textual labels perform best, while image
labels obtain comparable performance. This confirms our
intuition that labels can be interpreted faster than the sets
of keywords. Apart from the fact that labelling methods
allow users to retrieve more documents, they also allow users
to select more relevant topics for a given query.

On the other hand, the probability mass for irrelevant
topics selected using the labelling algorithms is higher than
keywords. Using sets of keywords, participants select a lower
number of irrelevant topics, which results to lower irrelevant
probability mass. The main reason might be the false labels
assigned to topics by these algorithms resulting in irrelevant
topic selection by users.

4.4 Post-task Questionnaire
The main finding of the post-task questionnaire is that all

of the modalities achieve similar scores in usefulness. Key-
words achieve the highest score (4.33) while textual labels
are close behind (4.26), and image labels slightly lower again
(4.00). This demonstrates that the di↵erent topic represen-



Table 5: Document relevance based on topic selection.

Relevant Mass Irrelevant Mass

Query Keywords Text Image Keywords Text Image

Travel & Tourism 0.00436 0.03653 0.00152 0.00034 0.02589 0.03924

Domestic Politics (USA) 0.29437 0.03453 0.09991 0.04192 0.09427 0.00013

War - Civil War 0.03034 0.00093 0.15449 0.06605 0.00026 0.02648

Biographies, Personali-
ties, People

0.00008 0.00015 0.00014 0.04188 0.04474 0.03771

Defence 0.00032 0.00561 0.00006 0.00055 0.05458 0.00134

Crime, Law Enforcement 0.00761 0.04629 0.00019 0.00704 0.17814 0.00002

Religion 0.17583 0.02831 0.01108 0.09557 0.00062 0.05649

Disasters & Accidents 0.34822 0.09963 0.26145 0.03992 0.01217 0.03145

International Relations 0.0406 0.11082 0.01295 0.04091 0.01943 0.18198

Science & Technology 0.03895 0.21093 0.06506 0.06775 0.00027 0.01576

Employment/Labour 0.05519 0.17058 0.28647 0.00258 0.00064 0.00043

Government Finance 0.00146 0.43043 0.09921 0.0201 0.16189 0.22915

Weather 0.37622 0.88419 0.33411 0.10483 0.26126 0.00106

Elections 0.25321 0.05976 0.13636 0.03687 0.03721 0.02605

Environment & Natural
World

0.07438 0.59104 0.04608 0.02711 0.1911 0.04151

Arts, Culture, Entertain-
ment

0.0145 0.00008 0.00039 0.0252 0.32587 0.0036

Health 0.00324 0.12087 0.00126 0.00617 0.19613 0.02657

European Commission
(EC) Institutions

0.00076 0.08629 0.00485 0.06255 0.00087 0.00022

Sports 0.08301 0.2506 1.38126 0.00002 0.00905 0.07218

Welfare, Social Services 0.02793 0 0.00005 0.11014 0.21971 0.36088

Average 0.09 0.16 0.15 0.04 0.09 0.06

tations can be complementary in topic browsers, providing
users with alternative ways to explore a document collection.

The average score for Query Familiarity (4.40) denotes
that the majority of the users were quite familiar with the
semantic content of the queries. It is unlikely that users
were unable to find relevant documents because they were
unfamiliar with the queries.

Finally, we observed that participants found the retrieval
task quite challenging (3.53). This may reflect the nature of
the task and the limited time available for each query.

5. CONCLUSION
We compared di↵erent representations for automatically-

generated topics within an exploratory browsing interface.
The representations were: (1) lists of keywords, (2) textual
labels, and (3) image labels. Three versions of the search
interface were created, each using a di↵erent topic represen-
tation. An experiment was carried out in which users were
asked to retrieve relevant documents using the interface.

Results show that participants are able to identify more
documents when labels are used to represent topics, than
when keywords are used. This demonstrates that the labels
are a useful way of summarising the content of the topics,
giving users more time to identify documents for each query
and more time to explore the collection.

A greater proportion of the retrieved documents are rel-
evant to the query for keywords than either type of label.
This suggests that the keywords contain more accurate in-
formation than the labels, which is to be expected since the
labels are e↵ectively summaries of the topics and, since they
are generated automatically, inevitably contain some errors
[15, 16]. Despite this the number of relevant documents re-
trieved is very similar for all approaches.

Results indicate that automatically generated labels are
a promising approach for representing topics within search
interfaces. They have the advantage of being more compact
than the lists of keywords that are normally used which pro-
vides more flexibility in the creation of interfaces. Retrieval
performance is comparable to when keywords are used and
is likely to increase with improved topic labelling methods.

In the future, we would like to make use of other digital
library collections to find out how successful these techniques
are in other domains. We would also like to explore the
connection between improved labelling methods and task
performance.
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