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We investigate the impact of pre-extracting and tokenising bigram collocations on topic models. Using

extensive experiments on four different corpora, we show that incorporating bigram collocations in the
document representation creates more parsimonious models and improves topic coherence. We point out
some problems in interpreting test likelihood and test perplexity to compare model fit, and suggest an

alternate measure that penalises model complexity. We show how the Akaike information criterion is a
more appropriate measure, which suggests that using a modest number (up to 1000) of top-ranked bigrams
is the optimal topic modelling configuration. Using these 1000 bigrams also results in improved topic quality
over unigram tokenisation. Further increases in topic quality can be achieved by using up to 10,000 bigrams,

but this is at the cost of a more complex model. We also show that multiword (bigram and longer) named
entities give consistent results, indicating that they should be represented as single tokens. This is the
first work to explicitly study the effect of n-gram tokenisation on LDA topic models, and the first work
to make empirical recommendations to topic modelling practitioners, challenging the standard practice of

unigram-based tokenisation.

Categories and Subject Descriptors: I.2.7 [Natural Language Processing]: Text Analysis; Language Pars-
ing and Understanding

General Terms: Artificial Intelligence

1. INTRODUCTION
Blei et al. [2003] introduced the Latent Dirichlet Allocation (LDA) topic model as an
unsupervised method for learning topics from a document collection, where a topic is
a multinomial distribution over terms.1 Topic models have since achieved notable suc-
cesses in areas such as multi-document summarisation [Haghighi and Vanderwende
2009], word sense discrimination [Brody and Lapata 2009; Lau et al. 2012], sentiment
analysis [Titov and McDonald 2008] and information retrieval [Wei and Croft 2006].
The input to the topic model is the bag-of-words representation of a document col-
lection, where word counts are preserved but word order is lost. Despite discarding
word order, topic models have a remarkable ability to learn semantically meaningful
topics. Since a large amount of semantic information is captured by collocations, we in-
vestigate whether we can improve topic models by representing collocations as single
tokens.

Following Choueka [1988], we define a collocation to be a sequence of consecutive
words that has the characteristics of a syntactic and semantic unit. Examples of col-
locations are stock market, White House, and health care. In this work we will focus
primarily on bigram collocations (and use the terms “bigram” and “collocation” inter-
changeably).

Usually when topic modelling, words from text documents are tokenised as uni-
grams, i.e. single words. As word order is lost after tokenisation, bigrams such as
health care function as two discrete units in the topic model. In a Gibbs-sampled LDA
topic model, every single token in the corpus has a topic assigned to it, i.e. health

1A full introduction to LDA is beyond the scope of this paper, and we refer the reader instead to the excellent
introduction by Blei and Lafferty [2009].
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and care obtain separate topic assignments.2 If these two tokens appear as a bigram,
it would make sense that they receive the same topic assignment, and by encoding
bigrams as a single token, we can guarantee this. Therefore one might expect that
treating bigrams as single tokens might help topic models. We also expect that bi-
grams may help some observed problems with topic quality. Mimno et al. [2011] gave
an example of a topic whose top three words were acids, fatty and nucleic. This topic
is a mix of two very distinct biological concepts: fatty acids are derived from fats and
are an important source of fuel; nucleic acids, on the other hand, are building blocks
of DNA and RNA, and transmit genetic information. These two very distinct concepts
are brought together in a topic via their co-appearance with the term acid). Encoding
fatty acids and nucleic acids as single tokens would have likely prevented the creation
of this low quality mixed-concept topic.

Intuitively, it seems clear that collocations should improve topic modelling, but as
any researcher knows, intuitively-appealing predictions aren’t always supported by
empirical evidence. The core question of this paper, therefore, is:

Do collocations empirically enhance topic models, and if so, under what con-
ditions?

We explore this question by comparing topic models learned from unigram bag-of-
words data, with topic models learned from bag-of-words data that includes pre-
extracted bigram collocations. We conduct an extensive suite of experiments, using
four datasets, three topic settings, multiple seeded models, and four bigram replace-
ment methods. We measure model fit using test likelihood and test perplexity, and also
topic coherence. We ultimately find that using a modest amount of bigram replacement
(identifying 1000–10,000 highly-ranked bigrams, and representing each one using a
single token) improves the quality of topic models.

2. BACKGROUND
The idea of using collocation information in topic models is not a new one, and a num-
ber of topic models that use collocations have been proposed. In the Bigram Topic
Model [Wallach 2006], word probabilities are conditioned on the previous token (i.e.
take the form of bigram probabilities). The LDA Collocation Model [Griffiths et al.
2007] extends the Bigram Topic Model by giving it the flexibility to generate both
unigrams and bigrams. The Topical N -grams Model [Wang et al. 2007] adds a layer
of complexity to allow the formation of bigrams to be determined by context. Hu et al.
[2008] introduced the Topical Word-character Model, challenging the common assump-
tion that the topic of an n-gram is derivable from the topics of its composite words.
Johnson [2010] derived the relationship between LDA and Probabilistic Context-Free
Grammars, and proposed a model combining LDA and Adaptor Grammars to incorpo-
rate collocations while doing topic modelling.

While these models have a theoretically elegant probabilistic treatment of colloca-
tions, they do so at higher computational overhead and model size. For example, Wal-
lach’s Bigram Topic Model has W 2T parameters, compared to WT for LDA, for num-
ber of topics T and size of vocabulary W . As such, these models have not been widely
adopted, and are mostly of theoretical interest, and less useful for topic model practi-
tioners.

2We note that the sampling of the topic assignments for both words is not completely independent given that
they belong to the same document (i.e. they both draw from the same topic distribution that the document
has), but as topic assignments are sampled separately, it is possible that the two words receive a different
topic assignment.
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Document collection D N W L = N
D

ACL 9.8×103 17×106 165×103 1735
BLOGS 660×103 55×106 616×103 83
NEWS 97×103 43×106 155×103 443
PUBMED 74×103 3.2×106 34×103 43
NIH 83×103 13×106 41×103 155

Table I: Statistics of the document collections used in this research (D = documents; N
= word tokens; W = word types/vocabulary size; and L = average document length)

The main difference in our methodology is that collocation discovery/extraction is
done in pre-processing, and collocations are represented as a single token in the bag-
of-words model before learning a standard LDA topic model. Our approach allows flex-
ibility in how one wishes to define a collocation to create a bag-of-words for topic mod-
elling. Learned topics would also contain collocations, and our intuition tells us that
these topics would be more coherent and could be better presented to human users.
Given the growing trend towards larger document collections and interest in run-time
speed, computational efficiency is paramount, and a preprocessing approach to topic
modelling with collocations has clear advantages.

3. METHODOLOGY
3.1. Datasets
In our experiments, we use text collections from four distinct sources for our primary
experiments. The differences in style and subject matter in these domains provide us
with a diverse range of content:

ACL . Conference papers from the ACL Anthology Network3

BLOGS . Blog articles dated from August to October 2008 from the Spinn3r blog
dataset4

NEWS . New York Times news articles dated from July to December 1999, from the
English Gigaword corpus
PUBMED . Abstracts from a PubMed search for traumatic brain injury5

We use a fifth dataset in Section 4.3 for a targeted experiment where we compare
automatically-extracted collocations with a set of gold-standard collocations for the
document collection:

NIH . NIH grant abstracts dated from 2004 to 2009

Statistics of each document collection are summarised in Table I.
We used very simple tokenisation, removing all punctuation, but not using any stem-

ming or lemmatisation, and only keeping terms longer than 2 characters. As a domain-
independent proxy for stopword removal, we simply deleted the 200 most-frequent
terms in each corpus, and additionally deleted terms occurring less than once per mil-
lion words.

We considered four different bigram replacement methods, simply adjusting the ex-
tent of bigrams replaced. We first extract bigrams from each document collection us-
ing the N -gram Statistics Package [Banerjee and Pedersen 2003], identifying the top

3http://clair.eecs.umich.edu/aan/index.php
4http://www.icwsm.org/data/
5http://www.ncbi.nlm.nih.gov/pubmed
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bigrams based on the Student’s t-test. Clearly, there is scope to explore other lexical
association measures and n-grams of different size/syntactic configuration (c.f., [Pecina
2009]), which we leave for future work. We then used the top-1k, 10k and 100k as the
three different bigram replacement methods, comparing these to the unigram bag of
words. In this paper, we refer to the unigram and varying-size bigram treatments as
∅, 1K, 10K, 100K.

We generate the bigram tokenisation variant of each document collection by greedily
combining all occurrences of each word pairing in the bigram list into a single token;
e.g. if health care were extracted as a bigram, all instances of the bigram health care
would be replaced with the single token health care.6 We thus have a simple unigram
(∅) and three bigram (1K, 10K, 100K) variants of each document collection. Using these
four alternate document representations, we learned a series of LDA topic models us-
ing different settings for the number of topics T = {100, 200, 400}. For all experiments,
we performed the topic modelling with 2 different random seeds. Test data was created
by putting aside 10% of each collection before modelling.

3.2. Evaluation Framework
3.2.1. Model Fit and Complexity. We first look at the log likelihood and perplexity of the

test data, defined as L =
∑N

k log p(xk) (where p(xk) is the probability of term xk) and
Perplexity = exp −L

N , which is simply the inverse of the geometric mean of per-term
likelihood. Although there have been studies that suggest perplexity is not suited to
topic model evaluation [Chang et al. 2009], it is still commonly used for comparing
different models on the same data in the topic model literature. In our case, we have
different treatments of the same collection (effectively producing different input data),
but the same LDA algorithm. We will demonstrate the impact of this fact on the eval-
uation.

When we sample all bigram types from each of our four document collections, we ob-
serve that for the vast majority of bigram types (ACL = 96%, BLOGS = 93%, NEWS = 96%,
and PUBMED = 99% of cases), the MLE-based probability of the bigram is larger than
the product of the unigram probabilities, i.e. p(x1)p(x2) < p(x1, x2). That is, if we take a
random bigram from a given document collection (e.g. language processing from ACL),
it is highly likely that the probability of that bigram is higher than the probability
estimate assuming independence of the two component unigrams language and pro-
cessing (i.e. p(language processing) > p(language)p(processing)). By definition, these
terms are equal only when the occurrence of x2 is independent of x1. Replacing the
two adjacent tokens with a bigram token improves (increases) likelihood L. However
since

√
p(x1)p(x2) ≥ p(x1, x2) (from positivity), the perplexity measure, which is on a

per-term basis, will get worse (increase). This increase in perplexity is consistent with
the language’s entropy increase. By replacing two frequently-occurring terms with a
single bigram term that occurs less frequently (than either unigram component), we
reduce the frequency of the two unigram terms, and increase the frequency of a rarer
bigram term.

This improvement in likelihood and worsening of perplexity as one replaces top bi-
grams with bigram-tokens may seem contradictory. However, after recognising that
for replaced bigrams p(x1)p(x2) < p(x1, x2) ≤

√
p(x1)p(x2) we can see this must be

true, suggesting that neither likelihood nor perplexity are useful for evaluating which
bigram replacement protocol is best.

6We also experimented with an n-gram supplementation approach, where the original tokens were pre-
served and a new n-gram was injected into the document, but in preliminary experiments, found that the
n-gram replacement scheme consistently achieved superior results.
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By replacing bigrams, we’re seeing an improvement in likelihood because our model
has more parameters. For every bigram replaced, we add the new bigram-token to the
vocabulary, but because these are high-frequency bigrams, in almost all cases the un-
igram tokens remain in the vocabulary. For example, for the bigram nuclear weapons
we see 3032 occurrences of nuclear weapons, and 14808 occurrences of nuclear and
19781 occurrences of weapons, clearly not eliminating either of the unigram terms
from the vocabulary. Note that creating the bigram token nuclear weapons reduces
the topic model’s ability to associate the terms nuclear and weapons. So we expect
there to be some limit to the benefit of representing an increasing number of bigrams
as single tokens.

The misleading monotonic improvement in likelihood (from the contraction of repre-
senting bigrams as single tokens) can be addressed by considering a modified like-
lihood score that penalises the number of parameters. This is a sensible notion:
we desire a model that has good likelihood, but not one that is overparameterised
by an excessively large vocabulary (that includes bigrams-as-single-terms). Several
methods have been proposed for penalising complexity, with BIC (Bayesian Informa-
tion Criterion) and AIC (Akaike Information Criterion) being two long-standing ap-
proaches [Akaike 1974]. We chose AIC because it is less strict than BIC: AIC’s penalty
does not grow with the amount of data, as is the case for BIC. This allows us to have
some penalty term, but not one that overly dominates the results. Akaike Informa-
tion Criterion (AIC) is defined as AIC = −2L + 2WT , where WT is the number of
parameters in the LDA model.

3.2.2. Topic Coherence. Topic coherence (TC) is a qualitative evaluation of the semantic
nature of learned topics, and measures the interpretability of a topic based on a human
judgment. As topics are typically presented to users via its top-N topic terms, coher-
ence of a topic is judged by whether its top-N terms collectively convey a subject or
theme [Chang et al. 2009; Newman et al. 2009; Newman et al. 2010; Lau et al. 2010].
Newman et al. [2010] proposed a pointwise mutual information (TC-PMI) based topic
coherence score, while Mimno et al. [2011] presented a variation on that score, using
log conditional probability (TC-LCP) instead of PMI:

TC-PMI(w) =
10∑

j=2

j−1∑

i=1

log
P (wj , wi)

P (wi)P (wj)

TC-LCP(w) =
10∑

j=2

j−1∑

i=1

log
P (wj , wi)

P (wi)

where i and j are indices of pairs of word and w = {w1, w2, . . . , w10} are the top-10 most
likely terms in a topic. PMI and LCP are based on term co-occurrences N(wi, wj)—the
number of times terms wi and wj co-occur together—which is further described below.
To calculate the overall coherence of a topic model, we average the topic coherence
scores over all topics.

Newman et al. [2010] proposed the use of WIKIPEDIA as an external document source
to sample word counts for calculating the PMI scores. Co-occurrence of a pair of words
is based on the number of times both words appear in the same sliding window. Mimno
et al. [2011], on the other hand, suggested a slightly different approach, using the
training topic model document collection for sampling word counts and the full doc-
ument for deciding co-occurrence of words—essentially co-appearance of terms in a
document. However, in establishing the ability of these techniques to model topic co-
herence, both sets of authors used exclusively unigram tokens. As our topics will poten-
tially contain a mixture of unigrams and bigrams, we need to first establish whether
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Topic Type TC-PMI TC-LCPDOC TC-LCPWIKI
Unigram 0.799 0.189 0.604
Collocation 0.865 −0.070 0.743
Combined 0.853 0.057 0.658

Table II: Spearman’s ρ for TC-PMI and TC-LCP (based on the topic-modelled document
collection and WIKIPEDIA) relative to human ratings

the two measures work equally well over our topics. To this end, we ran a survey
where we randomly sampled 40 topics—20 topics that contained only unigram topic
words and 20 topics that contained a mixture of unigram and bigram collocation topic
words—from the T = 100 topic model for NEWS. To maximise comparability, we follow
the annotation procedure described in Newman et al. [2010]. In particular, we had 9
annotators rate each of the topics (displayed as a list of 10 words) on a 3-point scale,
where a score of 3 indicates a very coherent topic and a score of 1 indicates an inco-
herent or “junk” topic.7 Examples were provided to help annotators understand the
task and the evaluation measure. The gold-standard coherence score for each topic is
calculated by averaging across the human ratings.

We compute TC-PMI scores using WIKIPEDIA and a sliding window of 20 words for
sampling word counts, as described in Newman et al. [2010]. We compute TC-LCP
scores, on the other hand, based on the document co-occurrence in the collection that
we topic modelled (i.e. in-corpus; “TC-LCPDOC”), in line with the methodology proposed
in Mimno et al. [2011]. We additionally calculate TC-LCP using WIKIPEDIA (with the
20-word sliding window approach; “TC-LCPWIKI”), for a fairer comparison with TC-
PMI. To evaluate the topic coherence scores against human ratings, we calculate the
Spearman rank correlation coefficient (ρ); results are presented in Table II. Note that
the Spearman’s ρ is computed separately for: (a) the unigram topics (×20; “Unigram”);
(b) the collocation topics (×20; “Collocation”); and (c) the combined set of topics (×40;
“Combined”).

From the results we see that the PMI-based topic coherence, TC-PMI, consistently
has a stronger correlation with human ratings for both unigram and collocation topics,
compared to TC-LCP. We also see that when collocations are included in the topics, TC-
LCP performs much better when calculated over WIKIPEDIA, due to data sparseness in
the document collection, but that it is still markedly worse than TC-PMI, contrasting
with the findings of Mimno et al. [2011] over strictly unigram topics. In light of this,
we use TC-PMI to evaluate topic coherence for the remainder of this paper.

4. RESULTS
In this section we present results of our proposed treatment of bigrams, as evaluated
by AIC in Section 4.1 and PMI-based topic coherence in Section 4.2. We test the impact
of manually-verified bigrams over NIH in Section 4.3. We experiment with collocations
that have low compositionality (named entities) in Section 4.4. Lastly, we present an
extrinsic evaluation of bigram tokenisation, in the content of document classification
using topic model-derived features (Section 4.5)

By way of mention, we noticed that replacing the top-k bigrams with single tokens
only has a mild effect on the overall corpus-wide frequency of bigram-tokens. Across
our first four datasets, replacing the top-1K bigrams produces a corpus with 2% to
5% bigram-tokens, and replacing the top-100K bigrams produces a corpus with 12%

7The annotators are Computer Science postgraduate student working in the area of language technology at
The University of Melbourne.
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∅ 1K 10K 100K
T = 100 65.5 65.0 66.1 82.8
T = 200 98.1 97.8 100.7 134.9
T = 400 163.9 163.9 170.4 239.7

(a) ACL

∅ 1K 10K 100K
T = 100 229.4 228.8 229.4 244.7
T = 200 350.9 350.5 352.8 385.5
T = 400 595.8 595.8 601.8 669.0

(b) BLOGS

∅ 1K 10K 100K
T = 100 110.7 109.5 109.5 124.3
T = 200 140.3 139.2 141.0 173.1
T = 400 200.7 200.1 205.4 271.9

(c) NEWS

∅ 1K 10K 100K
T = 100 12.0 12.1 13.7 16.7
T = 200 18.7 19.0 22.4 28.4
T = 400 32.2 32.9 39.8 51.9

(d) PUBMED

Table III: AIC results over the different document collections for varying numbers of
topics (T ) and collocations (N ∈ {∅, 1K, 10K, 100K}).

to 16% bigram-tokens. Since topic modelling is driven by token counts, the relative
occurrence of bigram-tokens in top-10 topic terms is even less, with no more than
10% of topic terms being bigram-tokens on average (suggesting that the effect on topic
coherence scores may be slight). Note that when we replace a bigram, we’re generally
reducing the counts of two high frequency terms, and increasing the count of the less
frequent bigram-term, thereby increasing the entropy of the language.

4.1. Model Fit and Complexity
We show the AIC results in Table III. For AIC, the lower the number, the better the
model. From the table we see (in bold) that in the majority of cases, replacing the top-
1K bigrams generally produces the most parsimonious models, across four datasets
and three settings of topics (note that all numbers presented are of magnitude 106).
PUBMED was the only exception, where unigrams uniformly gave the best AIC scores.

4.2. Topic Coherence
PMI-based topic coherence (TC-PMI) results are presented in Figure 1 for each of ACL,
BLOGS, NEWS and PUBMED (note that the overall topic coherence score of a topic model
is an average of topic coherence scores over all its topics). We consistently see an im-
provement in topic coherence as we substitute bigrams, across all four datasets and
three settings of topics (T ). We generally see the maximum topic coherence occur when
using 1K to 10K bigrams, and the topic coherence falls off when using 100K bigrams.

4.3. Gold-Standard Collocations
All results to date have been based on automatically-extracted collocations, the ma-
jority of which are highly compositional, and many of which are not true collocations
(e.g. central nervous). To better explore the impact of the quality of the collocation set
on the topic model we ran additional experiments on the NIH dataset where we had
access to gold-standard collocations specific to the document collection.

The NIH dataset is a collection of 83,000 grant abstracts from the National Insti-
tutes of Health (NIH) in the USA. The gold standard collocations were extracted as
follows. First, we created the list of 10,000 most frequent bigrams from the collection.
This list was then reviewed by a domain expert who identified “true” collocations. This
review yielded a set of 4,254 bigram terms. As the validation was done based on a pre-
extracted set of bigrams, we have no way of evaluating the recall of the gold-standard
collocation set, and an alternative extraction/validation process may result in a collo-
cation set with better coverage. On the other hand, this approach leads to a collocation
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(c) NEWS
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Fig. 1: PMI-based topic coherence (TC-PMI) for varying numbers of bigrams, under
different T settings.

set which is comparable with the collocations used elsewhere in this research (since
the candidates were initially automatically extracted), just of higher quality.

For comparison, we additionally automatically extracted the same number (4,254)
of bigrams, ranked by the Student’s t-test. In summary, we have three tokenisation
methods: (1) unigram tokenisation (∅); (2) bigram replacement using 4,254 automat-
ically extracted bigrams (AUTO); and (3) bigram replacement using 4,254 manually
verified bigrams (GOLD). We evaluated the three variants using AIC scores and topic
coherence for three settings of number of topics (T = 100, 200, 400). AIC and topic co-
herence results are presented in Table IV (note that all AIC scores presented are of
magnitude 106).

Looking at the AIC scores, we see that ∅ outperforms AUTO and GOLD at T = 200, 400.
Although somewhat discouraging, we note this is similar to the results we saw for
PUBMED in Section 4.1. As NIH and PUBMED are both medical domains and their style
of text are very similar, the results we see here are perhaps unsurprising. As a conso-
lation, GOLD at T = 100 outperforms ∅, indicating that, depending on the topic model
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∅ AUTO GOLD
T = 100 22.0 22.1 21.9
T = 200 29.3 30.3 30.5
T = 400 44.5 47.2 48.2

(a) AIC Scores

∅ AUTO GOLD
T = 100 1.223 1.177 1.351
T = 200 1.204 1.196 1.346
T = 400 1.184 1.176 1.325

(b) Topic coherence

Table IV: AIC and PMI-based topic coherence results for the three different NIH mod-
els: ∅, AUTO and GOLD.

settings, gold-standard collocations can have a positive impact compared to the base-
line unigram model.

In terms of topic coherence, GOLD consistently outperforms both ∅ and AUTO. This
observation is enlightening, and it suggests that using “higher quality” collocations
causes the model to produce more coherent topics.

4.4. Named Entities
To further explore the impact of compositionality on topic modelling and our hypoth-
esis that low-compositionality collocations benefit the most from our preprocessing
method, we are ideally after a dataset with large numbers of non-compositional col-
locations. In the absence of such a dataset—and also the absence of a reliable method
for predicting the compositionality of an arbitrary MWE (despite promising results in
the recent work of Reddy et al. [2011] and Hermann et al. [2012], inter alia)—we turn
to a class of multiword expressions with a high preponderance of non-compositional
items, namely multiword named entities. That is, the named entities such as Los An-
geles and John Smith are non-compositional, as their components do not have a well-
defined semantic interpretation in isolation for a compositional interpretation to be
based off. While there are certainly significant numbers of compositional multiword
named entities (such as South Melbourne and, more subtly, Saif al-Islam Gaddafi8),
manual analysis would suggest that the relative level of compositionality among mul-
tiword named entities is considerably less than among the more general set of bigram
collocations.

Multiword named entities should help reduce the complexity of the topic model and
thus improve it, on the grounds that: (1) effective vocabulary size is reduced for “cran-
berry” expressions (i.e. expressions where one or more components don’t exist as to-
kens outside that named entity, such as Angeles in Los Angeles for a standard English
document collection); and (2) spurious associations between named entities with lex-
ical overlap (e.g. John Smith and John Carpenter, notwithstanding the existence of
named entities where lexical overlap is semantically significant, such as between Saif
al-Islam Gaddafi and Muammar Gadaffi).

To explore the impact of multiword named entities on topic modelling, we automat-
ically identified named entities in the NEWS corpus using the Stanford named entity
recogniser [Finkel et al. 2005], and pre-tokenised all instances of multiword named
entities of type person, location and organisation. As the named entity recogniser is
trained over news articles, we opted to run the named entities experiment only for
NEWS for compatibility reasons.9 AIC and topic coherence results for the unigram

8Our claim of compositionality here stems from the fact that the surname Gaddafi is so strongly associated
with Muammar Gadaffi that any person mentioned in Western media with that surname can reliably be
assumed to have some association with the former Libyan dictator.
9To illustrate the importance of compatibility, over 380,000 named entities were extracted for NEWS but
less than 8,000 named entities were extracted for PUBMED, out of which none are protein named entities.
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∅ NE
T = 100 20.1 23.3
T = 200 32.6 39.1
T = 400 57.7 71.0

(a) AIC Scores

∅ NE
T = 100 0.628 0.662
T = 200 0.633 0.659
T = 400 0.654 0.665

(b) Topic coherence

Table V: AIC and PMI-based topic coherence results for the unigram model (∅) and the
model that has named entities incorporated (NE) for NEWS

model (∅) and the model with named entities incorporated (NE) are presented in Ta-
ble V. Note that we did not include a model that uses automatically extracted bigrams,
as the comparison would not be meaningful due to the difference in nature of named
entities and bigrams (e.g. named entities are generally composed of two or more words,
and tend to occur with lower frequency than bigrams).

In terms of AIC scores, ∅ consistently outperforms NE (bolded). This is somewhat
predictable, as there are large numbers of named entities (over 380,000) incorporated
in NE. A significant number of them have very low frequency and are unlikely to
make a strong impact on the model.10 The AIC scores are heavily penalised because of
the increased number of parameters (from incorporating the large number of named
entities), and as such favour ∅.

Topic coherence, on the other hand, tells another story. Encouragingly, the topics
produced by NE have, on average, higher coherence than ∅, supporting our hypothesis
that pre-tokenising low-compositionality collocations improves the topic model.

4.5. Extrinsic Evaluation
Looking back over the intrinsic results to date based on AIC and topic coherence, on
the whole, the bigram variants outperform the unigram model. We have yet to answer
the burning question, however, of whether these results translate across to improved
results using topic modelling with bigram tokenisation in an application.

To this end, we apply our methodology to the task of document classification over
the Reuters-21578 dataset. We used Distribution 1.0 of the data,11 and the standard
“ModApte” split to generate the training and test partitions. After performing stan-
dard tokenisation and lemmatisation,12 we removed the 200-most frequent terms as
stopwords and pruned any resulting empty documents, producing 8762 training docu-
ments and 3009 test documents.

Using the same approach as before, we extracted and ranked bigrams from
the dataset using the Student’s t-test, and applied the three bigram replacement
methods—1K, 10K and 100K—before running the topic models. As a control, we also
run a topic model with no bigram replacement (∅). Three settings of number of topics
(T = {100, 200, 400}) were used, generating a total of 12 topic models (3 settings of T ×
4 tokenisation settings).

We treated the document classification task as a binary classification problem and
tested the 10 most populous classes in the Reuters-21578 dataset separately, in line
with past research [Joachims 1998; McCallum 1999; Nigam et al. 2000, inter alia]. For

10Approximately 320,000 of the named entities have a frequency less than 5. Note that we did not filter
named entities based on frequency, so the frequency could be as low as 1.
11http://archive.ics.uci.edu/ml/datasets/Reuters-21578+Text+Categorization+Collection
12OpenNLP is used for tokenisation, and Morpha for lemmatisation [Minnen et al. 2001]
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Class ∅ 1K 10K 100K
earn 95.01 97.67 97.18 96.91
acq 93.75 95.45 95.08 94.95

money-fx 97.27 97.64 97.64 97.34
grain 97.31 96.74 96.71 96.91
crude 97.67 97.94 97.47 97.21
trade 97.74 97.18 97.67 97.41

interest 97.34 97.87 97.11 96.94
ship 98.50 98.64 98.64 98.47

wheat 98.04 97.81 97.81 97.84
corn 98.47 98.40 98.40 98.40

Macro-Avg 97.11 97.53 97.37 97.24
(a) T = 100

Class ∅ 1K 10K 100K
earn 96.31 97.71 97.74 96.78
acq 94.18 95.71 95.31 94.75

money-fx 96.81 97.51 97.67 97.18
grain 97.57 97.71 97.84 97.04
crude 97.24 98.01 97.97 97.54
trade 97.71 97.54 97.94 97.74

interest 97.24 97.47 97.67 97.57
ship 98.90 98.74 98.67 98.31

wheat 98.14 97.71 98.04 97.71
corn 98.37 98.47 98.54 98.44

Macro-Avg 97.25 97.66 97.74 97.31
(b) T = 200

Class ∅ 1K 10K 100K
earn 96.68 97.87 97.54 97.24
acq 94.42 94.82 95.51 94.55

money-fx 96.58 97.14 96.98 96.91
grain 97.67 98.21 97.51 96.81
crude 97.71 98.07 97.91 97.54
trade 97.77 97.84 97.41 97.61

interest 97.08 97.77 97.57 97.67
ship 98.27 98.17 98.17 97.77

wheat 97.81 98.17 98.01 97.84
corn 98.24 98.37 98.57 98.47

Macro-Avg 97.22 97.64 97.52 97.24
(c) T = 400

Table VI: Classification accuracy over the 10 most populous class in Reuters-21578.

each class, we learnt a linear-kernel SVM using the topic features and evaluated over
the test data using classification accuracy.13 Results are summarised in Table VI.

From the results, we see that the 1K and 10K bigram variants have the highest ac-
curacy in most cases (indicated by boldface). The macro-averaged accuracy of each of
the bigram variants (1K, 10K and 100K) is also consistently higher than that of the un-
igram model (∅), indicating that incorporating bigrams into the topic model improves
its ability to model the data for document categorisation purposes. For T = {200, 400},

13We used SVM-Light for all our experiments [Joachims 1999].
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the 1K and 10K bigram variants are significantly better than the unigram model (∅)
based on a one-tailed paired t-test (p < 0.05).

5. DISCUSSION AND CONCLUSIONS
We set out in this paper to explore the question of whether collocations empirically
enhance topic models, and if so, under what conditions. The answer to the first part
of the question would appear to be a definitive yes, in the sense that, for every doc-
ument collection we ran experiments over, we were able to achieve improvements in
mean topic coherence through a simple preprocessing step of identifying collocations
and greedily replacing all occurrences of those collocations with a single token. Extrin-
sic evaluation in the application of document classification supported this claim. The
results using Akaike Information Criterion (AIC) were slightly less conclusive, in that:
(1) we observed an improvement when we incorporated collocations for three out of the
four document collections (all based on 1K collocations), with the one exception being
PUBMED where the fit with the topic model worsened with the inclusion of collocation
information; and (2) we saw that the unigram model outperformed the bigram models
in most settings with the gold-standard collocations and named entities, although we
were able to identify reasons for this finding in both cases.

We can hypothesise about how bigrams impact on topic models, partly theoretically
and partly based on observation of the output of the topic model. Unsurprisingly, the
bigrams that have the greatest positive impact on the topic model are those which
have lower compositionality [Baldwin et al. 2003; Baldwin and Kim 2009]. For ex-
ample, a melting pot is most likely to be an environment in which ideas are inte-
grated/assimilated into one, rather than a physical pot in which melting of substances
takes place; rather, the usage is based on analogy with a vessel which is used to com-
bine together compounds at high temperature. We would expect the vast majority of
occurrences of the expression melting pot to correspond to this metaphorical usage of
the term, and a greedy replacement strategy with the token melting pot would: (a) lead
to cleaner topic modelling of the remaining (predominantly literal usages) of each of
melting and pot; and (b) better capture the non-compositional semantics of melting pot.
All up, therefore, the topic model should be enhanced. In practice, this is very much
what we observe, particularly at lower values of T where the topic model is working
harder to generalise; at higher values of T , the topic model tends to automatically
distinguish between different sub-usages of each token and implicitly tease apart the
non-compositional usages of tokens such as pot in the process.

For compositional bigrams, on the other hand, the effects are more mixed. Consider
lung cancer and breast cancer, for example, which are specific types of cancer affecting
the indicated body parts. By representing lung cancer and breast cancer as a single
token in the model, the direct connection with cancer is lost. The net effect of this
appears to be that, at lower values of T , a very generic cancer topic is generated, and
the effects of the lower-frequency sub-types such as lung cancer and breast cancer are
not self-evident. That is, the ability of the topic model to directly model the association
between cancer and lung cancer is diminished, but the cancer topic is, if anything, more
coarse-grained and cohesive as a result (e.g. tokens such as treatment and recovery
are boosted and tokens specific to cancer sub-types such as lung and mamogram are
pushed down in the token ranking for that topic). At higher values of T , on the other
hand, the model progressively partitions off specific topics for different cancer sub-
types, with or without the collocations, and the impact of the tokenisation method is
diminished.

To summarise the overall finding of this paper to topic modelling practitioners: Rep-
resenting top-ranked bigrams with single tokens is beneficial for LDA topic models.
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